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REDUCED-DYNAMICS POSE ESTIMATION FOR
NON-COOPERATIVE SPACECRAFT RENDEZVOUS USING

MONOCULAR VISION

Sumant Sharma⇤, Simone D’Amico†

This work addresses the design and validation of a monocular vision based
reduced-dynamics pose estimation architecture for close-range on-orbit-servicing
and formation-flying applications. The aim is to estimate the pose of a passive
space resident object using its known three-dimensional wireframe model and low-
resolution two-dimensional images collected on-board the servicer spacecraft. In
contrast to previous works, the proposed architecture has the potential to be on-
board executable and capable to estimate the pose of the target spacecraft without
the use of fiducial markers and without any a-priori range measurements or state
information. An innovative pose initialization subsystem based on the filtering of
weak image gradients and a Newton-Raphson method is used to identify edges of
the target spacecraft and compute an initial pose estimate, even in the presence of
the Earth in the background. A novel navigation filter utilizing a multiplicative
extended Kalman filter for pose estimation is formulated, validated, and stress-
tested. Based on high-fidelity numerical simulations of reference trajectories, the
filter is shown to provide pose estimates with centimeter-level relative position
error (3D rms) and sub-degree level relative attitude error (3D rms).

INTRODUCTION

Recent advancements have been made to utilize monocular vision navigation as an enabling tech-
nology for formation-flying and on-orbit servicing missions (e.g., PROBA-3 by ESA,1 ANGELS
by US Air Force,2 PRISMA by OHB Sweden3). Monocular navigation on such missions relies
on a robust and real-time estimation of the position and orientation, together denoted as the pose,
of the space resident object with respect to the camera. Prior demonstrations of close-range pose
estimation have utilized known visual markers4 and a-priori knowledge of the pose.5–7However, the
presence of such markers and initial pose knowledge cannot be relied on during on-orbit servicing
missions as the space resident object might be non-functional and freely tumbling with lost attitude
control. To overcome these challenges, traditional computer vision algorithms, typically used in
terrestrial applications, coupled with an Extended Kalman Filter (EKF) have been proposed.8 How-
ever, the performance of the estimation filter and the convergence of the pose estimates are highly
sensitive to the tuning of the filter and the image processing parameters.9 Additionally, image pro-
cessing algorithms typically used in terrestrial applications10, 11 require significant computational
effort making them unsuitable for spaceborne hardware. This paper presents an architecture for the
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robust pose estimation and tracking of a space resident object that has the potential to be run in
real-time on-board a servicer spacecraft. Edge features detected from the 2D images from a single
monocular camera, in conjunction with a 3D computer model, are leveraged within a novel navi-
gation filter which utilizes a Multiplicative Extended Kalman Filter (MEKF) for pose estimation.
The architecture does not require any training phase or a-priori knowledge of the pose. The pose
initialization subsystem improves upon the state-of-the-art9, 12–14 by introducing a hybrid approach
to image processing by fusing the weak gradient elimination technique with the Sobel operator fol-
lowed by Hough transform15 to detect both small and large features of the target spacecraft. The
navigation filter improves the state-of-the-art16–18 by utilizing the Relative Orbital Elements (ROE)
parametrization of the state which allows the use of an elegant state-transition-matrix to propagate
the relative position dynamics for a servicer orbit of an arbitrary eccentricity. The filter also relies
on the pseudo-measurements of a normal vector generated from the pixel locations of the target
spacecraft’s edges, thereby making the filter robust to the detection of partial edges in the image.

Edge features, in contrast to traditionally used point features, are selected as they are less sensitive
to illumination changes and can easily distinguish the boundaries of spacecraft geometry from the
background in an image. Moreover, edges contain structural information which allows for drastic
search space reduction when determining the feature correspondences required for calculating the
initial pose estimate.19 The pose initialization subsystem, which provides an initial pose estimate
to the navigation filter, is validated using actual images collected in the frame of the PRISMA
mission at about 700 [km] altitude and 10 [m] inter-spacecraft separation.20 Accuracy of the initial
pose estimates is quantified by comparisons with independent flight dynamics operational products.
A detailed analysis of the stability and sensitivity of the navigation filter to measurement noise,
measurement update interval, and initial pose estimate, is also provided. A reduced-dynamics model
capturing the evolution of the object’s relative position and velocity with respect to the camera is
used for the time update of the state. This allows for the architecture to provide a reliable pose
solution even at low image acquisition rates or during short data blackouts (e.g., if the camera is
temporarily blinded by the Sun, or in eclipse). The remainder of the paper begins by introducing an
innovative subsystem for pose initialization which is followed by the development of the navigation
filter. Both the pose initialization subsystem and the navigation filter are validated and stress-tested
in the subsequent section. Finally, the paper discusses the lessons learned and the contributions to
the state-of-the-art, as well as a proposal of the way forward.

POSE INITIALIZATION

Navigation filters based on noncooperative monocular vision rely on finding an estimate of the
initial pose, i.e., the attitude and position of the target spacecraft with respect to the camera, based
on a minimum number of features from a 3D wire-frame model of the target spacecraft and a
single two dimensional image. Estimation of the initial pose is especially challenging as there
is no a-priori information about the attitude and position of the target. Aside from a 3D wireframe
model, no assumption on the relative translational or rotational information is made. This is quite
conservative as usually a-priori information is available from prior phases of the flight, however,
the “lost-in-space” capability that this subsystem provides is helpful in increasing robustness of a
relative navigation system.

In particular, the pose initialization problem consists of determining the position of the target’s
center of mass, CT , and the orientation, RT C , of the target’s principal axes, with respect to the
camera frame C, given a single monocular image. The 3D model of the target is defined in the
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body-fixed coordinate system, T , which is defined to be aligned with the target spacecraft’s principal
axes. RT C is the direction cosine matrix rotating the frame T to C. Let T P be a point of the 3D
model expressed in the coordinate system T . By employing the standard pinhole camera model,21

the corresponding point p = [u v]T in the rectified image can be obtained using the 3D-2D true
perspective projection equation
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where Cr represents a point on the target spacecraft expressed in the camera frame C according to the
current pose CT and RT C . The focal lengths of the camera are denoted by f
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is the principal point of the image. Without loss of generality, it is assumed that the direction C3
is pointed along the boresight of the camera and that the directions C1 and C2 of the camera frame,
C, are aligned with the directions P1 and P2 of the image frame, P , respectively. The system of
perspective projection equations given by Eq. (1) and Eq. (2) has six unknown coefficients due to the
three components of the target’s position CT and the three parameters that define the rotation matrix
RT C of the target orientation. To solve the perspective projection equations, at least three image
points and corresponding model points are required. However, at least six correspondences between
image and model points are required to obtain a unique solution with a general configuration of
points.22

In order to estimate the initial pose, the architecture proposed by Sharma et. al.23 is used in this
paper. This architecture is illustrated in Figure 2. The key feature of this architecture is that the
initial pose is uniquely determined by solving the perspective equations using the most significant
features detected in the input monocular image and the corresponding significant features present
in the 3D model of the same vehicle. Accordingly, the pose initialization subsystem consists of two
main routines:

1. Image processing: As shown in Figure 2, this routine accepts as input a single 2D image. The
goal of the image processing is to detect the most significant features of the target spacecraft
in the input image by extracting edges in the image. With respect to the off-the-shelf feature
detection techniques, the key innovation of this routine is the fusion of a weak gradient elim-
ination technique in conjunction with the state-of-the-art edge detection techniques.15, 24 The
resulting routine not only finds the edges corresponding to the large features of the spacecraft
but it also detects edges corresponding to smaller features such as antennae. Unlike previous
work,9 this allows the determination of a pose for a satellite with highly symmetric visual
features. The detected edges are then grouped into local geometric constellations to dramat-
ically reduce the search space required for determining the correspondence of pixel points
with points available on the 3D model.

2. Pose determination: As shown in Figure 2, this routine accepts as input the feature groups
detected in the image processing routine and the 3D model. It begins by pairing the 2D and
3D geometric groups to create multiple correspondence hypotheses. For each hypothesis,
the end-points of the line segments forming the geometric groups are used in solving the
perspective equations. Of the multiple resulting pose solutions, the five solutions with the
least reprojection error are iteratively refined using the Newton Raphson Method and the best
is selected using the reprojection error as the metric.25
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NAVIGATION FILTER

Theoretically, the pose initialization subsystem can be run for each image to produce a pose
estimate, however, it is not feasible to run the constituent computationally expensive routines at
high bandwidth on processors typical in spaceborne applications. Therefore, it is imperative that the
following simple yet accurate navigation filter be used to produce pose estimates at a high frequency.
The state of our system is represented by the position, orientation, translational and angular velocity
of the target spacecraft with respect to the servicer spacecraft. An elementary state parametrization
includes the relative position and velocity of the target spacecraft defined in a rotating reference
frame located at the center of mass of the servicer spacecraft. In this frame, the x-axis is aligned
with the zenith (R) direction, the z-axis is aligned with the angular momentum of the servicer’s orbit
(N) direction, and the y-axis is aligned with the servicer’s flight (T) direction. The rectilinear state
defined in this right-handed RTN triad, �xRTN, is given by

�xRTN = (⇢RTN ⇢̇RTN)
T = (�x �y �z �ẋ �ẏ �ż)T (3)

where �x, �y, and �z, denote the R, T, and N components of the relative position vector. Instead of
using relative position and velocity, the state can also be parametrized as a function of the absolute
orbital elements of the spacecraft. This paper uses the Relative Orbital Elements (ROE) state defined
by D’Amico,26 which is given by the following difference of quasi-nonsingular orbital elements
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where a, e, i, ⌦, !, and M are the classical Keplerian orbital elements. In the ROE parametrization,
�a is the relative semi-major axis, �� is the relative mean longitude, �e is the relative eccentricity
vector, and �i is the relative inclination vector. In comparison to the rectilinear RTN state, it is
preferable to use the ROE state as it allows for an improved modelling of dynamics in closed-form.
Moreover, five of the six elements in the ROE state are static for the case of unperturbed motion
and only slowly varying in the case of perturbed motion. To represent the relative orientation, this
paper uses the 1 ⇥ 4 unit quaternion, q. More precisely, q represents the relative orientation of the
target spacecraft’s principal axes with respect to the servicer spacecraft’s principal axes. Finally,
the angular velocity is represented in the state as the 1 ⇥ 3 vector !, which is the rate of change
of the relative orientation of the target’s principal axes with respect to the servicer’s principal axes.
Therefore, the state of the system is the following 13 ⇥ 1 vector

x = [�xROE q !]T (5)

The objective of the close-range navigation problem is the estimation of the motion of the target
with respect to the servicer spacecraft from a set of line correspondences between the 3D model of
the target spacecraft and the measured line segments in the image. A rigorous formulation of this
problem requires a dynamics model and a measurement model. The dynamics model describes how
the state evolves over time. This paper only considers a linear dynamics model due to their sim-
plicity and suitability for on-board implementation on spacecraft. Assuming that the dynamics of
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the linear relative position and velocity are independent of the relative attitude and angular velocity,
we can derive and combine their respective State Transition Matrices (STM) to get a single STM to
propagate the state, x. The dynamic models considered are of the form

x(t + ⌧) = �(t, ⌧)x(t) (6)

where x(t) is the state at time t, which is related to the state at an arbitrary time t + ⌧ by the
STM, �(t, ⌧). For the propagation of the relative orbital elements in unperturbed Keplerian orbits
of arbitrary eccentricity, the STM is given by D’Amico26 as

�ROE(t, ⌧) =

2

6666664

1 0 0 0 0 0
�1.5n⌧ 1 0 0 0 0
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0 0 0 0 1 0
0 0 0 0 0 1
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where n is the mean motion of the servicer spacecraft. In comparison to the state-of-the-art in
relative translational state propagation (for example, the Yamanaka-Ankersen STM27), the STM
given by Eq. (7) is superior as the linearization only occurs for one of the six elements of the
state rather than the entire state. The assumption of unperturbed motion is justified as this paper
considers close-range rendezvous applications with short measurement update intervals. For the
relative attitude dynamics, the filter uses a constant relative angular velocity model. The model used
for attitude dynamics assumes unperturbed rotational motion as well as small angular velocities.

q̇ =
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2
⌦(!)q =
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2
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0

�
⌦ q (8)

!̇ = 0 (9)

However, there are problems with using the unit quaternion as a state parametrization in the naviga-
tion filter since the unit quaternion has four parameters, one constraint equation, and three degrees
of freedom. Therefore, one of the elements of the unit quaternion is deterministic instead of stochas-
tic resulting in a rank-deficient covariance matrix of the quaternion due to a null eigenvalue.28 In
the case of numerical error, this could lead to the divergence of the navigation filter as the entire
covariance matrix may become non-positive definite. As a remedy to this problem, Lefferts et al.29

suggests using the Multiplicative Extended Kalman Filter (MEKF). The underlying principle is to
account for the relative attitude by keeping track of the full reference unit quaternion qref and a
three-element error vector ap. This paper follows the approach of using the Modified Rodrigues Pa-
rameters (MRP) for ap as suggested by Tweddle et al.17 The error vector, ap, is used in propagation
and measurement update step followed by a final reset step to “correct” the value of qref with the
posterior value of ap. This “corrected” value of qref is reported as q at each time step. The value of
ap is reset to zero for the next iteration. Due to this reset step after the propagation and measure-
ment update step, the value of ap is maintained far away from the singularity of parameterizing a
360 degree rotation using the MRP. Therefore, the state vector parametrization is modified inside
the navigation filter as

x̃ =
⇥
�xROE ap !

⇤
T (10)

To obtain the STM for ap, the time derivative ȧp must be found in terms of ap and !. Note that ap
can be calculated using the corresponding unit quaternion

ap =
4

1 + q4
q̄ (11)
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where q̄ is the vector portion of the unit quaternion and q0 is the scalar component. Therefore, the
derivative of ap can be written as

ȧp =
4

1 + q0
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The attitude dynamics can now be written as
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Now the STM for the propagation of ap can be derived as
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The integral in the preceding equation can be computed numerically using the matrix exponential
at each iteration as shown by Tweddle et al.17 The STM for the complete 12 ⇥ 1 state used in the
filter x̃ can now be written as

�(t, ⌧) =


�ROE(t, ⌧) 06⇥6

06⇥6 �att(t, ⌧)

�
(17)

The relative position of the target spacecraft, and thus the modeled line segments in the image
of the target spacecraft, can be computed from the state using simple transformations and the per-
spective equations (Eq. (1) and Eq. (2)). To obtain the measurements for the navigation from the
image, consider a pin-hole camera model where the intrinsic camera parameters are assumed to be
known. The line segments in the 3D model of the target are known with respect to the target refer-
ence framework, T . Without loss of generality, T is assumed to originate at the center of mass of
the target spacecraft with its directions aligned with the principal axes of the spacecraft. Let L

i

be
a line segment represented with the Cartesian coordinates of its two end-points P i

1 and P i

2. These
points can be expressed in the camera reference frame, C. For instance, CP i

1 can be written as

CP i

1 = qT /CP
i

1q
�1
T /C +C TT /C (18)

CP i

2 = qT /CP
i

2q
�1
T /C +C TT /C (19)

where the unit quaternion qT /C is used to transform vectors in T to C. CTT /C is the vector from the
origin of T to the origin of C, expressed in C. Further, qT /C and CTT /C can re-written in terms of
the pose of the target with respect to the servicer reference frame, S . The origin of S is assumed to
be at the center of mass of the servicer spacecraft and its directions are aligned with the principal
axes of the servicer spacecraft.

CP i

1 = qS/CqP i

1

�
qS/Cq

��1
+C TT /S +C TS/C (20)
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CP i

2 = qS/CqP i

2

�
qS/Cq

��1
+C TT /S +C TS/C (21)

where the unit quaternion qS/C is used to transform vectors in S to C and the unit quaternion q (part
of the state vector, x) transforms the vectors from T to S . CTT /S is the vector from the origin of T
to the origin of S while CTS/C is the vector from the origin of S to the origin of C. Finally, CTT /S
can be re-written as a function of the ROE state, �xROE, using a linear map, T (t) (see Appendix A),
between the ROE state and the rectilinear state defined by the RTN triad.26 Note that this mapping is
valid for orbits of arbitrary eccentricity. The points defining L

i

as a function of our state parameters
can now be written as
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Since the goal is to estimate the pose using edges detected in the image, a constraint equation can
be formed which relates the state vector to the line segments of the 3D model and the corresponding
edges detected in the image.30 As seen in Figure 5, the points CP i

1, CP i

2, and the center of projection
O are coplanar. Therefore, the unit vector, CN

i

is normal to this projection plane. CN
i

can be
expressed as
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Further, a measurement, Cn
i

, of the normal vector, CN
i

, can be obtained from the image. An edge
detected in the image which is matched with L

i

also belongs to the same projection plane. Let this
detected edge be represented by its two end-points mi

1 =
⇥
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1 vi1 1
⇤
T and mi
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2 vi2 1
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using homogeneous coordinates in the image plane). These vectors can be rewritten in the camera
frame, C as

Cmi

1 = K�1mi

1 (25)
Cmi

2 = K�1mi

2 (26)

where the matrix K contains the internal camera calibration parameters and is assumed to be known.
Therefore, Cn

i

can be written as
Cn

i

=
Cmi

1 ⇥C mi

2��Cmi
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2

�� (27)

Note that Cn
i

could be formed with any two points on the detected edge and these two points do
not have to correspond with the points CP i

1 and CP i

2. Hence, this innovative use of edges makes
this navigation filter robust to the detection of partial edges during the image processing routine.
Combining Eq. (24) and Eq. (27), a measurement equation can be written for each corresponding
pair of a line segment in the 3D model and an edge in the image

z(t) = h(x(t)) + ⌫(t) (28)

where z(t) is the pseudo-measurement written by concatenating all instances of Cn
i

and h(x(t))
is the modelled pseudo-measurement written by concatenating all instances of CN

i

. The corre-
sponding noise in the pseudo-measurements based on the measurement covariance matrix R(t) is
represented by ⌫(t). The Jacobian matrix, H(t), of the function h(x(t)) can be computed by dif-
ferentiating Eq. (24) with respect to each of the elements of the vector, x̃(t). The Jacobian matrix
can be populated at each time step and can be used to write

z(t) = H(t)x(t) + ⌫(t) (29)
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Instead of using a computationally expensive matrix measurement update, a sequential scalar mea-
surement update is performed by reducing the vector measurement to a sequence of scalar measure-
ments. The values of �(t, ⌧) and H(t) are used to run the navigation filter at each time step and
determine the values of propagated state, ˆ̃x(t)�, the a-posteriori state, ˆ̃x(t)+, the propagated co-
variance P (t)�, and the a-posteriori covariance, P (t)+, based on the pseudo-measurements z(t).
Note that only four 3D-2D line correspondences are needed to estimate the state x̃(t) but more
may be included to increase accuracy. At the end of each measurement update, the a-posteriori
state, ˆ̃x(t)+, is used to calculate the a-posteriori state, x̂+ (defined in Eq. (5)) by “correcting” the
reference quaternion qref using the a-posteriori estimate of ap using quaternion multiplication.

RESULTS

The performance of the pose initialization is assessed on the imagery collected during the PRISMA
mission20 while the performance of the navigation filter is assessed using numerical simulations of
three reference trajectories of the Tango spacecraft from the PRISMA mission20 in Low Earth Orbit
(LEO). The numerical simulations allow the authors to thoroughly stress-test the navigation filter
by varying measurement noise, measurement update interval, and the error in the a-priori pose es-
timate. The 3D wire-frame model of the Tango spacecraft used for the performance assessment is
illustrated in Figure 6, it was derived from a high fidelity CAD model of the Tango spacecraft. The
model consists of a polygon representing the solar panel (560 ⇥ 750 [mm]), a convex polyhedron
representing the spacecraft body (560 ⇥ 550 ⇥ 300 [mm]). Five additional segments (204 [mm])
represent the radio-frequency antennae. The model is input in MATLAB as a stereo-lithographic
file from which information about surfaces, edges, and feature groups is generated.

Pose Initialization

Flight dynamics products from the PRISMA mission31 have been used for comparison and per-
formance evaluation. Specifically, on-ground precise relative orbit determination based on GPS
(accurate to about 2 cm 3D rms) is used as the “true” relative position. The on-board attitude esti-
mate provided by star-trackers aboard the Mango spacecraft and a combination of sun-sensors and
magnetometers aboard the Tango spacecraft (accurate to about 3o 3D rms)9 are used to calculate
the “true” relative attitude in the camera frame. The accuracy in the estimated relative position is
evaluated by the following translation error

ET =C TT /C,true �C TT /C,est (30)

which represents the element-wise difference between the relative position CTT /C,true of the target
spacecraft obtained from the flight dynamics products and the position CTT /C,est provided by the
pose initialization. Similarly, the accuracy of the estimated attitude of the target vehicle is evaluated
through the Euler angle representation of the rotational error

ER(Rdi↵) = (↵, �, �) (31)

Rdi↵ = RT C,est (RT C,true)
T (32)

where Rdi↵ is a direction cosine matrix representing the relative rotation between the true and the
estimate value of RT C . Note that geometrically ↵, �, and � represent the errors in the estimated
attitude about the directions C1, C2, and C3, respectively. As shown in Figure 1, the direction C3 is
pointed along the bore-sight while C1 and C2 are aligned with the image frame, P .

8

368



Figure 7 shows the output initial pose estimates after applying the pose initialization subsystem to
four images spanning 110 [min.] of the PRISMA mission. These images were selected as test cases
since they span the different poses and illumination conditions during an orbit. The experiment
was run on a 2.4 GHz Intel Core i5-4570T processor and made use of vectorized implementation
of the pose estimation subsystem in MATLAB. The four test cases took an average of 8.2163 [s]
(wall clock time measured using the tic and toc commands in MATLAB). However, since the
ultimate objective of this work is to enable close-range navigation on satellites, it is imperative to
note the limited computational power available from the microprocessors on these satellites. For
example, the clock frequency on the LEON3-FT fault tolerant processor is 400 MHz,32 whereas the
presented results are from tests on a processor with a clock frequency of 2.4 GHz. This implies
that we can expect an order of magnitude slower performance on a current state-of-the-art space
hardened processor, approximately. However, the current code base is running in MATLAB which
is shown to be 9-11 times slower than the best C++ executable version of the same.33 Table 1
presents the accuracy of the pose initialization for the four test cases. Notably, the method provides
better accuracy in the C1 and C2 axes for both relative position and attitude since these are aligned
with the image plane while C3 is the bore-sight direction of the camera. The accuracy results for
pose initialization from these four test cases are used to inform the initial condition for the navigation
filter in the following numerical simulations.

Table 1: Accuracy of the pose initialization for the four test cases.

Test Case ER [deg] ET [m]

1 [0.43, �0.95, 7.04] [0.05, �0.003, 0.13]
2 [�0.97, �0.72, 5.12] [0.04, �0.06, 0.23]
3 [1.60, �1.10, 10.61] [�0.05, 0.04, 0.18]
4 [�1.45, �1.78, 7.17] [�0.06, �0.04, 0.17]

Navigation Filter

The performance of the proposed navigation filter is assessed by generating reference relative
trajectories which emulate a close proximity mission. The servicer absolute orbit conditions are
selected based on the orbit of the Mango spacecraft20 and are presented in Table 2 along with the
initial conditions for the reference trajectories. ROE 1 is purely an along-track separation describing
a standard v-bar hold point. ROE 2 describes a mid-range hold point whereas ROE 3 introduces a
small relative semi-major axis, allowing the servicer to approach the target spacecraft and initiate
docking. The three reference trajectories are visualized in Figure 8. The initial relative attitude
of the target spacecraft principal axes with respect to the principal axes of the servicer, q(0), is
[0.707 0.707 0 0]. The initial relative angular velocity ! of the target is selected as [3 0 0] deg/s.
The magnitude of ! was selected to represent the estimated angular velocity of the Envisat space-
craft.34 The servicer frame S is assumed to be aligned with the camera frame C and the servicer
spacecraft is initially oriented such that C3 (camera bore-sight direction) is aligned with the along-
track direction. The angular velocity of the servicer is selected to always maintain this alignment.
The “ground truth” for the relative position and velocity of each of the spacecraft are numerically
propagated for one orbit with a time step of one second using rigorous force models including
GRACE’s GGM01S geopotential of order and degree 40,35 a cannonball model for atmospheric
drag,36 analytical models for third-body gravity from the Sun and the Moon,37 and solar radiation
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Table 2: Initial servicer orbital conditions and reference relative trajectories parametrized in the
ROE space.

Servicer Orbit a = 7078.1 [km] e = 0.001 i = 98.2� ⌦ = 189.9� ! = 0 � M0 = 0�

Initial ROE a�a [m] a�� [m] a�e
x

[m] a�e
y

[m] a�i
x

[m] a�i
y

[m]

ROE 1 0 -10 0 0 0 0
ROE 2 0 -5 0.3 0 -0.3 0
ROE 3 -0.15 -3.75 0.225 0 -0.225 0

pressure including a conical Earth shadow model. For the same time step and duration, the “ground
truth” for the relative attitude is obtained through the numerical integration of Euler’s rotation equa-
tions for each spacecraft. From the simulated trajectories and attitudes, line segment measurements
are obtained at each time step through the true perspective projection (Eq. (1)- (2)) of four randomly
selected visible line segments at that time step. A pinhole camera model is adopted to model the
close-range vision camera embarked on the Mango spacecraft of the PRISMA mission. The effec-
tive focal length is 20, 187 · 10�6 meters for both axes of the image sensor which produces images
752 [px] ⇥ 580 [px] in size. Gaussian noise is added to the pixel positions of each of the line seg-
ment end-points according to Table 3 and corresponding pseudo-measurements (Cn

i

) are generated
using Eq. (27). Similarly, modelled pseudo-measurements are generated using Eq. (24). For each
of the filter test cases, the initial conditions for the state, x(0), are perturbed from the ground truth
values according to Table 3. The initial conditions are selected based on the aforementioned per-
formance results of the pose initialization subsystem. In Table 3, v(0) � vtrue(0) and !(0) � !true
are the initial errors in the relative translational and angular velocities of the target spacecraft with
respect to the servicer, as supplied to the navigation filter, respectively. These two quantities are
expressed in the camera frame, C.

Table 3: Simulation noise and initial conditions for the three filter test cases.

Pixel ET (0) ER(0) v(0) � vtrue(0) !(0) � !true
Location [px] [m] [deg] [m/s] [deg/s]

N (0, 5) [0.10, 0.10, 0.10] [1, 1, 10] [1, 1, 1] [0.6, 0.6, 0.6]

The error metrics, ER and ET , are computed at each time step for the three ROE test cases and
are presented in Figures 9 - 14 along with the standard deviation in the relative position and attitude
as reported by the covariance matrix of the navigation filter. In Table 4, the mean and standard
deviation of the error metrics ER and ET are computed for the last 1000 seconds of the simulation.
These mean and standard deviation values represent the “quality” of the state estimate at the steady
state. The steady state position error is centimeter-level while the attitude errors are sub-degree
level for all three ROE test cases. For all ROE test cases, the C3 direction has the largest error in
relative position. This is to be expected since the C3 direction is aligned with the boresight direction
and estimating the range is especially challenging from 2D imagery. This effect can also be seen in
the case of ROE 1 where there is a steady-state error in relative position in the C3 direction due to
a constant along-track separation. The relative position error in C3 is higher in ROE 3 than ROE 2
as the mean along-track separation is constantly changing. The magnitude of the position errors in
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the C1 and C2 direction appear to be proportional to the range of target spacecraft from the servicer
spacecraft.

Table 4: Steady state errors in the relative position and attitude for the three ROE test cases.

Relative Position [m]

Initial ROE Et,C1 [m] Et,C2 [m] Et,C3 [m]

ROE 1 0.018 ± 0.004 0.004 ± 0.004 0.106 ± 0.007
ROE 2 0.017 ± 0.007 �0.010 ± 0.006 �0.048 ± 0.008
ROE 3 �0.001 ± 0.003 �0.0006 ± 0.0002 �0.067 ± 0.017

Relative Attitude [deg]

Initial ROE ER,C1 [deg] ER,C2 [deg] ER,C3 [deg]

ROE 1 �0.53 ± 0.44 0.36 ± 0.57 �0.16 ± 0.53
ROE 2 0.03 ± 0.57 �0.52 ± 0.46 0.10 ± 0.37
ROE 3 0.01 ± 0.31 �0.12 ± 0.93 �0.02 ± 0.74

Finally, the navigation filter is stress-tested by varying the measurement noise, measurement up-
date interval, and the a-priori position estimate. For all stress-tests, the ROE 3 servicer and target
spacecraft orbital conditions were used (see Table 2) and a complete orbit was numerically simu-
lated in the manner described above. For each level of the stress-test variable, the mean and standard
deviation of the error metrics, ER and ET , are computed for the last 1000 seconds of the simula-
tion and reported in Appendix B. The measurement noise was varied by increasing the standard
deviation of the zero mean Gaussian noise being added to the pixel locations of the line segment
end-points. The impact of increasing the measurement noise is the highest in the relative position in
the C3 direction, where the error increases linearly with the standard deviation of the measurement
noise. The magnitude of the mean relative position error in the C1 and C2 direction as well as the
attitude error in each direction stays approximately constant with increasing measurement noise.
The standard deviation of the relative position and attitude increases with increasing levels of mea-
surement noise. The time interval between successive measurement updates in the navigation filter
was varied to assess the applicability of the navigation filter in processors with low computational
resources. There seemed to be no significant increase in the relative attitude error, however, the
relative position error in the C3 direction increases drastically for a measurement update interval
greater than 3 seconds. This increase in error is due to the modelling errors in the system which
are more apparent at larger time steps since the ground truth of the relative position is propagated
using full-force models whereas the filter’s system dynamics only consider unperturbed motion.
However, note that the ROE parametrization used in the navigation filter allows for easy inclusion
of perturbations in the system dynamics to increase modelling accuracy at the expense of computa-
tional complexity. The error in the a-priori estimate of the relative position is varied by adding a bias
value to the ground truth of the relative position in each axis of the camera frame. This assesses the
robustness of the navigation filter to a poor pose initialization. Performance in the C2 an C3 direc-
tions worsened considerably for an error greater than 0.5 m in the a-priori relative position estimate.
The navigation filter fails to improve upon the a-priori estimate in the C2 direction when initialized
with an error greater than 0.8 [m] in the initial relative position. This failure in convergence is ex-
pected due to the linearization of the dynamics and measurement models in an EKF. However, the
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initial errors corresponding to poor performance are far greater than the errors present in the initial
pose estimates provided by the pose initialization subsystem (shown to provide estimates with less
than 0.3 [m] of error).

CONCLUSION

This paper has described an architecture for monocular vision based reduced-dynamics pose es-
timation to enable autonomous proximity operations in on-orbit-servicing and formation flying ap-
plications. The description of the applied techniques in the pose initialization subsystem is accom-
panied with a detailed formulation of a novel navigation filter comprising of an EKF and an MEKF.
The pose initialization subsystem is validated on actual space imagery from the PRISMA mission
and by comparing the pose estimates with independent flight dynamics operational products. The
accuracy of the initial pose estimates has been shown to be at the level of 3.0375� (3D rms error) and
0.0786 [m] (3D rms error). The navigation filter is validated and stress-tested with representative
relative trajectory test cases to exhibit its applicability and accuracy potential. Comparisons with
the numerically simulated ground truth of the three relative trajectory test cases show the accuracy
of the pose estimates to be at the level of 0.4376� (3D rms error) and 0.0755 [m] when initialized
with a pose solution with a relative position error of 0.1732 [m] (3D rms) and a relative attitude
error of 10.100� (3D rms). Notably, the errors in the translation and attitude in and around the
camera bore-sight direction were the largest. The pose initialization subsystem improves upon the
state-of-the-art by introducing a hybrid approach to image processing by fusing the weak gradient
elimination technique with the Sobel operator followed by Hough transform to detect both small and
large features of the target spacecraft. The navigation filter improves the state-of-the-art by utilizing
the ROE parametrization of the state which allows the use of an elegant state-transition-matrix to
propagate the relative position dynamics for a servicer orbit of an arbitrary eccentricity. In addition,
the ROE model conveniently decouples the range from the remaining state elements. The filter also
relies on the pseudo-measurements of a normal vector generated from the pixel locations of the tar-
get spacecraft’s edges, thereby making the filter robust to the detection of partial edges in the image.
The navigation filter’s robustness is also exhibited by stress-testing it with varying levels of pose ini-
tialization errors, measurement noise, and measurement update intervals. Notably, with an increase
of the measurement noise of the pixel locations, the accuracy only worsened for the relative position
in the bore-sight direction while only increasing the uncertainty in other directions. The navigation
filter is shown to provide precise and accurate pose estimates with an initial position error of up to
0.8 [m]. Future work will include the modeling of control efforts in the system dynamics to allow
the full validation of the navigation filter with actual space imagery from the PRISMA mission. This
will pave the path for the performance assessment of the entire pose estimation architecture through
hardware-in-the-loop simulations of a wide spectrum of orbital and illumination conditions using
Space Rendezvous Laboratory’s robotic testbed at Stanford University. This testbed incorporates a
7-degree-of-freedom robotic manipulator and 10 custom-engineered illumination panels which can
simulate relative orbital trajectories typical in close-proximity operations in space, with high fidelity
illumination conditions.
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APPENDIX A: MAPPING BETWEEN ROE STATE AND RTN POSITION

⇢RTN = T (t)�xROE (33)
= r(f) 1 2�xROE (34)
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Here r(f) denotes the servicer orbital radius at the true anomaly, f , k = 1 + ec
f

, ✓ = f + !, and
the auxiliary eccentricity factor, ⇠, is defined as
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1 + 1
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(37)
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APPENDIX B: FIGURES
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Figure 1: Schematic representation of the pose initialization problem using a monocular image.
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Figure 2: Proposed pose initialization subsystem with inputs of a single 2D image and a 3D model
and an output of the pose estimate.
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Figure 3: Main steps of the image processing subsystem with a single 2D image as the input and
feature groups as the output.
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the 3D model as input and the pose estimate as the output.
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Figure 7: Results from the application of our architecture to the four test cases. Sub-figures (a–d)
show the respective input images, sub-figures (e–h) show the respective image processing outputs,
and sub-figures (i–l) show the respective final pose estimates after pose refinement.

19

379



-0.2
-0.1

0
0.1
0.2

-10

N
 d

ire
ct

io
n 

[m
]

-9
-8

-7
-6

-5

T direction [m]

-4
-3

-2
-1

0 -0.20
R direction [m]

0.2

ROE 1
ROE 2
ROE 3
Servicer

Figure 8: Visualization of the three reference relative trajectories used in the performance assess-
ment of the navigation filter.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
Number of Orbits

-0.5

0

0.5

E
rr

o
r

in
C 1

[m
]

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
Number of Orbits

-0.5

0

0.5

E
rr

o
r

in
C 2

[m
]

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
Number of Orbits

-4

-2

0

2

E
rr

o
r

in
C 3

[m
]

Figure 9: Evolution of the relative position error in the camera frame for the ROE 1 test case.
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Figure 10: Evolution of the relative attitude error in the camera frame for the ROE 1 test case.
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Figure 11: Evolution of the relative position error in the camera frame for the ROE 2 test case.
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Figure 12: Evolution of the relative attitude error in the camera frame for the ROE 2 test case.
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Figure 13: Evolution of the relative position error in the camera frame for the ROE 3 test case.
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Figure 14: Evolution of the relative attitude error in the camera frame for the ROE 3 test case.
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Figure 15: Effect of varying the Gaussian noise in the measured pixel locations on the relative
position error.
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Figure 16: Effect of varying the Gaussian noise in the measured pixel locations on the relative
attitude error.
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Figure 17: Effect of varying the measurement update interval on the relative position error.
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Figure 18: Effect of varying the measurement update interval on the relative attitude error.
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Figure 19: Effect of varying error in the a-priori position estimate on the relative position error.
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